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Abstract

First, I am sorry that it cannot be said that this paper introduces you to the progress report on fire modeling. 1 will
show you the validation of turbulence models applied to the flowfield around a building. In expectation of further
developments in fire modeling, now [ am entering the main subject.

Flowfields around bluff bodies can be analyzed using various turbulence models, k- ¢ two equation model (k- ¢
model) which is the most widely used for engineering applications, Algebraic Second-moment closure Model (ASM)
and Large Eddy Simulation (LES).

Next, a flowfield inside a room on fire, which is characterized by variable density distributions with high
buoyance, is analyzed with the k- ¢ model. This flowfield was predicted by the coupled simulation of convective

and radiative heat transfer (case 1) and the result was compared with that of the non-coupled simulation (case 2).

1.COMPARISON OF VYARIOUS TURBULENCE MODELS APPLIED TO A BLUFF BODY
1-1.INTRODUCTION
The engineering applications of CFD (Computational Fluid Dynamics) have advanced with the development of

various turbulence models, ¢.g. the k- € two equation model, the Algebraic Second-moment closure Model (ASM),
the Diflerential Second-moment closure Model (DSM) and the Large Eddy Simulation (LES) etc. The high efficiency
and accuracy of these models have been clearly confirmed when they are applied to such simple flowfields as the
channel or pipe flows. However their performance is not well established for complex turbulent {lowfields.

Here, three turbulence models, k- ¢ model, ASM and LES, are applied to the flowfield around a bluil body, and

thus their relative performances are examined.

1-2NUMERICAL METHODS AND BOUNDARY CONDITIONS

The standard formulation for k- ¢ model [1, 2] was adopted. The commonly adopted form for ASM was used
following the methods of Rodi [3], Gibson and Launder [4] except {or the treatment of the wall reflection term {5].
The values of the numerical constants in ASM follow those proposed by Launder, Reece and Rodi [6] and Launder
[71. In LES, the Smagorinsky subgrid model [8, 9] was applied and the value of 0.12 was sclected for the
Smagorinsky constant.

A staggered grid was adopted. A second-order upwind scheme was applied for the convective terms in the cases of
k- ¢ model and ASM. A second-order centered difference scheme was adopted for the other spatial derivatives. The
Adams-Bashforth scheme was used for time marching. Numerical methods and boundary conditions used for the three

simulations are made as identical as possible [10].

1-3.COMPARISON OF MEAN VELOCITY VECTOR FIELD

The mean flowfields around a cube given by wind tunnel testing, k- ¢ model, ASM and LES are compared in
terms of mean velocity vectors in Fig. 1. The vertical distributions of velocity behind the model are also shown in
Fig.2. As shown in Figs.1 and 2, small differences are observed in some areas, ¢.g., in the separation region on the
[rontal corner. Although each turbulence model scems to give good results for the mean velocity vector ficld, some
discrepancies are often observed in the results of simulations when we compare the distributions of surface pressure

and turbulence statistics .
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1-4.DISCREPANCY IN SURFACE PRESSURE DISTRIBUTION

The surface pressure distribution for a cube is compared in Fig.3. The most noticeable position of the difference
is the frontal roof corner where the largest negative value appears. The result of k- ¢ model deviates greatly at this
area. The large negative peak at the corner decreases rapidly in a distribution peculiar to k- e model. We olten get
such inaccurate pressure distribution when k- ¢ model is applied to a bluff body. This is caused by the failure to
reproduce the small separation here, as is shown in Fig.4, where the area around the frontal corner is magnificd. We
can observe a small separation in the results of the experiment, ASM and LES, but not in the result of k- ¢ model.
It should be noted again that the conditions of the numerical methods including boundary conditions are made as
identical as possible for the stmulations of all three turbulence models.

The discrepancy of surface pressure peculiar to k- e model is very closely related to the turbulence statistics around
the frontal comer. As shown in Fig.5, turbulence energy k is overestimated in the case of k- ¢ model, which gives
rise to a large eddy viscosity v , (ock’/ < ). Hence, the excessive mixing effect produced by this large v, eliminates

the reverse flow on the roof, as is shown in Fig.4.

1-5.CONCLUSION
The flowfields around a cube predicted by LES, ASM and k- ¢ model are compared with the experimental data,

and the accuracy of each model is examined.

2.COUPLED SIMULATION OF VARIABLE DENSITY FLOW WITH HIGH BUOYANCY
2-1.NUMERICAL METHODS AND BOUNDARY CONDITIONS [12]

The standard formulation for k- ¢ model was adopted. Since the flowfield is characterized by variable densities,

pseudo compressible model [11] was applied. In case of the coupled simulation of convective and radiative heat
transfer, convective heat transfer at the wall was calculated by solving heat balance among conduction, convection and
radiation. Emissivity at the wall was 0.95.

The main purpose of this study is to see the validity of the numerical methods applied for the flowfield with high
temperature, so chemical production during the combustion was not considered. The heater in the fire room was set to
be 500°C higher than the ambient air. The computational domain covered an arca of 1.8mX1.2m X1.2m as shown
in Fig.6. This domain was discretized into 30 X30X30 meshes. Hybrid scheme was applied for convective terms.

The view factor was calculated using Monte Carlo method and the numerical simulation was conducted.

2-2.RESULTS OF SIMULATION

The mean flowfields given by the simulation are compared in terms of mean velocity vectors in Fig.7. Some
differences are observed in some areas, e.g., wall A-B and ceiling A-C. In these areas the mean velocity component
of the coupled simutation is larger than that of the non-coupled one. Various discrepancies are also observed even in
the result of the coupled simulation, e.g., the floor D-B. In this part the condition of wind vector is different from
that of the experiment conducted recently. It seems that the treatment of the constant value of convective heat transfer
rate should be modified in the near future.

The temperature distributions are examined in Fig.8. In case of the coupled simulation, boundary layer is observed
at each wall. This is due to the higher temperature at the wall in comparison with the non-coupled simulation.
However, the temperatwre gradient along the vertical direction is large only at the vicinity area of the wall. This
point is different from the experiment in which the gradient area around the upper part is wider. Therefore another

model applied for a large space was proposed [13].

2-3.CONCLUSION
The flowfield inside a room on fire was calculated by the convective-radiative coupled simulation. The result was
compared with that of the non-coupled one. There is a large difference between them, so it scems to be important to

apply the heat balance on the wall to such flowfields with high buoyancy.
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